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Abstract A mathematical model has been developed to simulate temporal variations and vertical stratification of
water temperature in small and shallow aquaculture ponds. The dynamic, mechanistic model calculates the water
temperature of ponds in discrete, homogeneous horizontal layers. Energy exchanges between the pond and atmosphere
can be estimated accurately with theoretical and empirical relationships commonly applied to heat balance calculations
in other larger and deeper bodies of water. Energy transfer between the fayers caused by turbulent mixing is simulated
by using an integral energy modei. Water-sediment energy flux is included in the model, The diffusion coefficient in the
epilimnion is computed as a function of wind speed only. The thermocline and hypolimnion diffusion coefficients are
related to the Brunt-Vaisala freguency. The model uses a fully implicit central difference scheme to discretise the partial
differential equation for a control volume. The time step of one hour and distance step of 2 cm are sufficient to obtain
accurate results, The model runs for 24 heours. This approach is an original development and has not been applied
previously to aquaculture ponds. Measured temperature profiles from both freshwater and salt-water ponds were used to
calibrate and validate the developed model. The average regression coefficients for model calibration and validation are
0.93 and 0.84, respectively, The maximum simulation errors are less thaa 1.7 °C for both calibration and validation runs,
The model can predict thermal stratification events within 1-3 hours, and the maximuwm daily stratification magnitude
with errors less than 1.0 °C. The model is quite general in application, as evidenced by successful application to a
number of ponds after calibration at different ponds in different locations. Sensitivity analyses show that the model is
most sensitive to solar radiation and wind speed, and is sensitive to extinction coefficient, the maximum hypolimnion
diffusion coefficient, air temperature and relative humidity. The model is insensitive to wind sheltering coefficient,
racliation surface absorption factor, epilimnion diffusion coefficient and water-sediment energy flux.

1. INTRODUCTION explicitly accounted for to obfain accurate prediction of

temperature  and DO concentration. The only

The mathematical modelling of aguaculture ponds has
peen slow to develop due to a lack of data and
understanding of the basic principles governing the
complex physical and biological interactions taking
place within the system {Belte et al,, 1986}, As a resuit,
many early efforts in pond water quality modelling fali
into the category of empirical or “black box™ models.
Only  recently have “mechanistic” or “internally
descriptive” models been developed for use in
aquaculture. Mechanistic models are based on sets of
mathematical descriptions of the processes that occur
within the modelled system [Piedrahita, 1988]. General
principles of computer modelling as they apply to the
modeliing and simulation of aquaculture systems have
been reviewed by Bolte et al. [1986], Marjanovic and
Orlob [1986], Losordo [1988}, Cuenco [1989] and
Predrahita {1991].

Almost all aguaculiure pond models assume the
conditions in the ponds to be uniform for the modelling
purpose [Krant et al. ,1982; de Jager and Walmsley,
1984; Klemetson and Rogers,1985; Gao and Merrick,
1994], Most muthors, however, acknowledge the fact
that the ponds are in fact not homogeneous, and that
stratification  might play & significant role i
determining oxygen concentration. The magnitude of
temperature and dissolved oxygen (DQ) stratification
noted by Losordo [1988], Chang and Ouyang [1988]
and Gao [19971 suggests that this effect must be
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documented aquaculture pond stratification models are
those of Cathcart and Wheaton [1987], Losordo and
Piedrahita {1991}, Chang and Ouyang [1988] and Gao
{1997].

This paper reports the development and application of
an integral energy model of temperature stratification
for shallow and small aguaculture ponds.

2. MODEL DEVELOPMENT

A general form of the heat equation for a water body
with a horizontal arca dependent on depth is given by
[Henderson-Seilers, 1984; Hondzo and Stefan, 1991}
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where T is water temperature (°C}), t is time (h), A is
horizontal area (m®), K is turbulent diffusion
coefficient (m®hY), & is direct radiative heat flux (kf m’
21, pis density of water (kgm™), ¢ is heat capacity
of water (kJ kg'* °C™"), assumed to be constant in the
model.

The vertical temperature profile in a pond is computed
from a balance between incoming heat from solar and
long-wave radiation and the outflow of heat through



convection, evaporation, and back radiation. The net
income in heat results in an increase in water
temperature. The heat balance equation is given by
[WRE, 1968; Riley, 1988; Losordo and Piedrahita,
1991; Gao and Merrick, 1996]:

¢nc! = q}sn + q)nt - q)ws - ¢e - ¢’c

where @, is net heat flux passing the air-water
interface (kJm™h™), ¢, is net solar radiation below
water surface (kJm?h™'), ¢, is atmospheric radiation
(KIm™h™), @, is water surface radiation (kim™h™"), ¢,
is evaporative heat loss (kJm™h'™®), &, is sensible heat
transfer (kim™h™).

21 Energy Balance Consideration

Solar radiation below water surface The net
solar irradiance below the water surface is calculated as
Riley, 1988; Hondzo and Stefan, 1991}

¢sn = (I'R) (1']3)¢S

where R is reflectivity of a smooth water surface, B is
surface absorption fraction, and ¢, is incoming solar
radiation (kFm2h ).

Solar radiation attenuation The attenuation of
solar radiation with depth follows Beers law [Laska,
1981; Stefan et al., 1983; Lund and Keinonen, 1984]:

Peniv1 = b, i€Xp{-1AZ)

where ¢, ; is solar radiation at the top of the layer i
(KIm™h™"), 0y +1 s solar radiation at the bottom of the
layer i (kIm™h™"), 1 is extinction coefficient (m™), and
Az is thickness of the layer (m).

Atmospheric radiation  The amount of long wave
radiation penetrating the water surface is called the net
atmospheric radiation and can be caloulated as [WRE,
1968; Cetavio et al., 19771

O = (1-Nec( Ty’

where 1 is reflectance of water surface to long-wave
radiation,=0.03, ¢ is Stefan-Boltzman constant,
2.04x107 (kJmh' K™, Ty is absolute air temperature
2 m above the water surface {K), e is average emittance
of the atmosphere, 0.398%107 (T )™

Water surface radiation The loss of energy from a
water body by long-wave radiation can be estimated as
[Octavio et al., 1977; Henderson-Sellers, 19841

s = 0.976(T )"

where T4 is absolute water temperature (K).
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Evaporative heat loss The evaporative heat flux
for small ponds can be estimated as [Fritz et al., 1980;
Orlob, 19811

q)e = NWZ(es'e)

where N is an empirical coefficient derived from the
Lake Hefner formulation, 5.0593 (kJm *km 'mmHg™"),
W, is wind speed at a reference height 2 m above the
water surface (kmh™), e, is saturated vapour pressure at
Twx {mmHg), e, is vapour pressure above the pond
surface (mm Hg).

Sensible heat transfer The sensible heat transfer to
of from a small water body can be estimaied as {Fritz et
al., 1980; Orlob, 19831

ch =1 .570 1 WZ(TWC"‘TM)
where T, and T, are water and air temperatures (°C).

Sediment energy transfer The heat exchange between
water and sediment is simulated with the assumption
that the sediment temperature at infinite depth below
the pond bottom is unchanged, ie. the bottom
boundary condition is taken as [Henderson-Sellers,
1984]:

T(z,t) (z—e2) = Ts

22 Temperature Calculation

The turbulent kinetic energy (TKE) available for
possible entrainment at the interface is estimated by
[Ford and Stefan, 1980; Harleman, 1982; Riley, 19881

TKE = WyrgTotte A, A= Wgrpylls A At

where TKE is turbulent kinetic energy (J), u. is wind
induced water shear velocity (ms™), A, is surface area
(m%), T, is wind shear stress at the water surface (Nm'2),
At i3 time step {5), u i5 wind velocity above water
surface (ms’'), py is water density (kgm™), p, is air
density (kgrn'J), Werg is wind sheltering coefficient,
representing the fraction of a pond subject to wind
energy.

The buoyant potential energy (BPE) of the mixed layer
can be thought of as the potential work required to
produce a change in the depth of the mixed layer by
entraining denser water from below. The BPE is given
as fFord and Stefan, 1980; Harleman, 1982; Riley,
1988]:

BPE = VaApa(zu-zy)

where BPE is potential energy (J), V,, is volume of the
mixed layer (m®), Ap is density difference between the
mixed layer and the layer immediately below the mixed
fayer (kgm™), z,, is depth of the mixed layer {m}, and z,
is depth of the centre of gravity of the mixed layer (m).



The depth of wind mixing is determined from a stability
consideration {Ford and Stefan, 1980; Harleman, 1982,
Riley, 1988} given by:

_TKE _ Wpp,ii At
BPE  V,Apg(z, —z,)

The mixing computation proceeds from layer to layer
entraining ome laver at a time and computing the
corresponding Vg, Ap, Zn, and z, until the stability
criterion (¢} is less than unity.

The calculation of temperature profiles in the integral
energy model is accomplished in two steps: {1} During
gach time interval (At} the temperature profile is
calculated from estimating and assuming heat energy
inputs and losses; (2) In the second step, o is evaluated
for that time step. If o is less than one, the mixed layer
depth (Dy) is left unchanged and the temperature
profile calculated in the first step is utilised for
initialization of the next time interval temperature
calculations, However, if o 21, the thickness of the
mixed layer is increased by Az (D +Az), and the
stability criterion is evaluated again. The surface heat
balance, temperature and density of the mixed layer and
of the other horizontal layers must be recalculated as
the mixed layer depth is changed. This process is
continued in the time interval until the ratio © is less
than 1. At that point, the mixed layer depth is set, and
the temperature profile is recalculated.

During periods of heating of the water body, turbulent
diffusion is the dominant source of vertical mixing
{Octavio et al., 1977). Most authors using one-
dimensional diffusion models have assumed that
vertical advective and convective transport are minimal
under stratified conditions. However, during periods of
net cooling of water bodies, convective transport due to
buoyancy instabilities in the water column becomes a
dominant source of vertical mixing.  Penetrative
convection due to density instability is simulated with 2
“pumerical mixing” process in the model. When the
heat flow computation results in the “unnatural”
situation of a warmer layer of water being below a
cooler layer, then the temperature of the two layers is
averaged. The process of numerical mixing will result
in the averaging of mass concentrations in the water
column,

23 Mumerical Scheme

A fully implicit central difference scheme is used to
discretize the partial differential equations. The
discretization of each equation yields a set of linear
equations, one for each layer, which are solved
simelianeously. A modified Gauss elimination
orocedure is used fo solve the tri-diagonal matrix
operating only on the three non-zero diagonal terms.

The model is applied in a time step of one hour. The
required weather parameters are air temperature, solar
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radiation {(or PAR), wind speed, relative humidity, pond
depth and area, fetch, and extinction coefficient. The
field data of water temperature profiles with depth are
used for calibration of model coefficients.

3 RESULTS AND DESCUSSION
31 Calibration

Two ponds were selected for model calibration.
Coefficients for wind sheltering {Wg1z), solar radiation
surface absorption fraction (§), and the maximum
hypolimnion diffusion coefficient (HKq.) were
adjusted to achieve an optimal fit between simulations
and measurements. The radiation attenuation in the
water column {1),) was also calibrated. Considering the
available measured data, the extinction coefficient is
varied manually within the range of the measured
valaes. The medel calibration was carried out by using
a parameter estimation model PEST [Doherty, 1994].

The result of the temperature model calibration run for
one pond is given in Figure 1 in comparison with
measured iso-thermal lines. The dot signs in the
measured contours indicate the locations and timing of
the measurements. The regression coefficient (RY) is
0.95 and 0.91 for the calibration ponds. The maximum
over- and under-estimation error is 1.49, -0.52 and
1.82, -0.95 °C for the two ponds. The agreement
between measured and simulated temperature is
generally good at all depths. There is no indication that
a certain depth (surface or bottom)} has high or low
accuracy in simulations.

The simuiation results correctly predicted the time of
the actual stratification process events within one hour.
The model also accurately predicted the magnitude of
the maximum stratification with an error of 0.42 and -
0.37 °C for the two calibration ponds, respectively.

3.2 Sensitivity Analysis

The sensitivity analysis for coefficients in the
temperature model is made for one of the calibration
ponds (reference run). Only one coefficient at a time is
changed, and other coefficients are kept at the reference
values.

The model is most sensitive to wind speed and solar
radiation. High wind speed deepens the mixed layer
depth, and results in strong mixing, hence the
caiculated temperature is much lower at the end of
simulation than that of low wind speed. Increasing solar
radiation increases the temperature  gradient
significantly, and decreases the mixed depth. The
model is quite sensitive to air temperature and relative
humidity. The major effects of these two
meteorological parameters are on the surface mixed
layer and the mixed depth. There are slight effects on
the hypolimnion temperature structure by these two
parameters. Varying the epilimnion layer diffusion
coefficient {by order of 0.1 and 10} has no effect on
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Figure | Measured and simulated temperature contours of one of the calibration ponds

the temperature structure at all. This is because the
strong wind mixing at the surface mixed layer overrides
the diffusion process. Varying the sediment
temperature {5 m below water-sediment interface) by
10 °C has no effect on the temperature profiles at all.
This is mainly due to the low diffusion coefficient
across the interface (in the order of a hundredth of the
hypolimnion diffusion coefficient). The model
sensitivity to extinction coefficient is in the opposite
direction to the maximum hypolimnion diffusion
coefficient. Increasing extinction coefficient (similar to
reducing the maximum hypolimnion diffusion
cocfficient) increases the temperature profile gradients.
The temperature model is not sensitive to wind
sheltering coefficient and solar radiation surface
absorption fraction.

It is noted that the timing of the maximum stratification
does not vary with the variations of the coefficients in
most of the cases.
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33 Model Validation

After literature review, calibration and sensitivity
analysis, the coefficients are fixed in sets depending on
the pond environmental conditions. There are no
calibration parameters in the final version of the model.
The purpose of the model validation is to test the model
after generalization.

Five ponds are used for model validation. The
regression coefficients (R?) are larger than 0.76 with an
average of 0.84. The maximum under- and over-
estimation errors are from -3.14 to 2.73 °C with an
average of -1.36 and 1.48 °C, respectively. The model
predicts stratification events within 1-3 hours of the
actual events. The model also predicts the maximum
stratification with maximum errors {under- and over-
estimation} from -0.43 0 0.86 °C.



The agreement between the simulated and measured
temperature structures is good at all depths for the five
validation runs.

4. CONCLUSIONS

Temperature  temporal  variations and  thermal
stratification in shallow agquaculture ponds can be
accurately simulated using an integral energy model
This approach is an original development for
application to aguaculture ponds. The time step of one
hour and distance step of 2 cm are sufficient to obtain
accurate results. The dynamic, mechanistic model
calculates the water {emperature of ponds in discrete,
exchanges
between the pond and atmosphere can be estimated
accurately with theoretical and empirical relationships
commoniy applied to heat balance calculations in other
larger and deeper bodies of water. Energy transfer
between the lavers caused by turbulent mixing is
simulated by adopting an integral energy model. Water-
sediment energy flux is included in the model. The
diffusion coefficient in the epilimnion is computed as a
function of wind speed only. The thermocline and
hypolimnion diffusion coefficients are related to the
Brunt-Vaisala frequency. The modef runs for 24 hours.

Energy

The temperature simulations match field data well. The
temperature model can accurately predict time of
stratification onset, maximum stratification  and
isothermal pond conditions (within 1-3 hours). The
model can also accurately predict the maximum
stratification magnitude {with errors from -0.43 to 0.86
°C). The model quantifies the pond stratification quite
well. The model generally performs well for all depths.
The temperature mode] is most sensitive to solar
radiation and wind speed. The model is sensitive to
extinction coefficient, the maximum hypolimnion
diffusion coefficlent, air temperature and relative
humidity. The model is insensitive to wind sheltering,
radigtion surface absorption factor, epilimnion
diffusion coefficient and sediment temperature at
infinite depth. Water-sediment energy flux can be
neglected in modelling practice due to its minor effect
on the water column temperature structure. Wind and
solar radiation interactions have a significant effect on
pond temperature siratification.
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